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1. SUMMARY

During the past quarter, we have been working in the areas of

natural phonetic speech synthesis, in real-time vocoder

development, and in source modeling for multi-rate vocoders. Our

progress in these areas is summarized below and described more

fully in Sections 2 (speech synthesis), 3 (vocoder development),

and 4 (source modelinq).

Speech Synthesis

During this quarter, we have brought the diphone speech

synthesis program to the point where it produces synthetic speech

* from an input string consisting of triplets of phoneme identity,

pitch, and duration, using diphone templates extracted from

specially designed short utterances. We have done considerable

experimentation with algorithms for diphone concatenation,

time-warping, and interpolation, and we have also developed new

algorithms for generating continuous parameter tracks for gain,

* voicing and pitch, and mixed-source model cutoff frequency. We

• .have recorded a large data base of utterances for diphone templates

j "and synthesis experiments, and we have manually labeled a portion

*e of this data base.

-2-
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Vocoder Development

During this quarter, we have successfully adapted to our

. PDP-II/AP-120B configuration the real-time LPC network vocoder

developed by ISI. We have run the vocoder back-to-back, and we

* have held cross-country network conversations with ISI. We have

* -". also implemented RTFUD, an RT-ll/FORTRAN/debugging environment for

the AP-120B vocoder program. This program operates in

non-real-time with files for input/output. It offers greatly

- - improved debugginq and statistics-gathering facilities, which have

proved invaluable in localizinq some problems with the vocoder and

- in making and testing vocoder algorithm modifications. During this

* quarter, we implemented two of the planned algorithm modifications

to the real-time vocoder: the lattice-form synthesis filter and a

*more sophisticated variable frame-rate algorithm for the spectral

(LPC) parameters.

Source Modeling

The goal of our work in source modeling is the development of

improved vocoder excitation source models that result in more

* natural speech quality. In this context we are not only concerned

with pitch-excited vocoders, but also residual- and voice-excited

* vocoders, at intermediate data rates (9.6 kb/s and below). We have

• developed and tested a new method for regeneration of the

high-frequency portion of a residual excitation, given a

3"I-
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transmitted baseband. In one of its forms, this method requires

little or no extra computation.

0

0
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S 2. PHONETIC SPEECH SYNTHESIS

During this quarter the synthesis programs were developed to

the point where speech could be synthesized using only the input

information necessitated by the very low rate (VLR) requirement; a

sequence of phonemes with one duration and pitch value per phoneme.

This is a significant step toward the realization of our proposed

synthesis goals. Since then, much exploratory research has been

done in an attempt to improve the quality of the synthesized

speech.

We have organized this QPR section to emphasize known issues

and our current implemented solutions. The first section provides

5 a framework for the presentation of our work. It describes issues

germane to all modelinq work based on the use of template

. information. The second section presents our research as a

systematic way of dealing with these issues. We show how our work

has been influenced by an appreciation of the causes for the most

noticeable speech quality problems. The third section describes

our current synthesis results. In the final section we present our

current view of where we go from here. This includes plans for

. continued improvement in speech quality as well as completing the

diphone inventory.

5
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2.1 Very Low Rate (VLR) LPC Speech Synthesis Issues

A fundamental design decision in this project was to

characterize time-spectral energy patterns by diphone templates

that have been extracted from real speech. A primary issue then is

the acquisition of these diphone templates. This is discussed in

Section 2.1.1 below.

Given a set of diphone templates, a second issue consists of

mapping template information onto the input phoneme/duration string

4 so as: (1) to satisfy the given duration requirements, and (2) to

preserve (as much as possible) the naturalness of human speech.

. This is discussed in Section 2.1.2.

A third issue concerns the generation of a suitable excitation

function from the given input (and diphone templates). This is

discussed in Section 2.1.3.

. 2.1.1 Diphone Acquisition Issues

* In our last QPR [] we reported on our initial synthesis work

* in which sentences were synthesized using diphones taken from

continuous speech. We now feel that using diphones that have been

-0 extracted from continuous speech is undesirable because: a) some

are reduced and are therefore non-typical, b) some are too short,

and c) there is a substantial problem in choosinq which instance

(i.e., the phonetic context) of a particular diphone template to

-6-
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use in synthesis. Our research on diphone acquisition is described

in Section 2.2.1.

2.1.2 Issues Concerning the Use of Diphone Templates
U

Having made the decision to use diphone templates as our

source of time-varying spectral information, we must deal with

issues concerning their proper use. These issues will be discussed

in the following two subsections as time-warping and continuity

issues. Our research on the use of diphone templates is described

I |later, in Section 2.2.2.

2.1.2.1 Time Warping Issues

KOne issue concerns the time warping of template information

(whose duration is fixed) in a way consistent with the durations

*specified by the input. What makes this difficult is that the time

U warping must preserve the naturalness of speech. This problem is

constrained somewhat by the following three design choices:

1) The only timinq information that is directly available as

- input is the duration of each phoneme to be synthesized. The

required duration of any phoneme may, of course, change from one

occurrence to the next.

2) In order to provide input to the LPC synthesis program we

must specify LPC coefficients at fixed intervals (10 ms).

-7-
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3) The duration of any particular diphone template is fixed

once that diphone has been selected during diphone acquisition.

Since we are using template information as a source for

time-varying parameters, we need a mapping function that defines

what part of the template is to be used at each instant of time.

We have constrained ourselves to piecewise linear mapping

functions. The process of mappinq template information onto

continuous time can be viewed as a two-part procedure. First, we

* establish a correspondence between specified points in the template

and the times at which those points in the template should be

synthesized. This sequence of points is then used to define a

piecewise linear mapping function. This correspondence and the

resultinq mapping function are illustrated in Figure 1. Notice

that the template information is generally compressed during the

mapping. The reason for this is that (whenever possible) we have

intentionally chosen fully articulated diphone templates. These

templates tend to be longer because they were obtained from

specially chosen short utterances (and not continuous speech).

Furthermore, we believe that compressing a long template will

result in better speech quality than expanding a short one, since

information is more easily ignored than generated.

-8-
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2.1.2.2 Continuity Issues

Given a satisfactory mapping function (for template

information) , simple concatenation of the sequence of templates

usually results in discontinuities at template boundaries.

Therefore, a second issue concerninq the use of template

* information is the prevention (or minimization) of unnatural

discontinuities at template boundaries.

The concatenation of diphone templates involves the

specification of both spectral and gain information. We have found

that although both pitch and gain must be closely coordinated with

the spectral information, gain is tied more closely to spectral

characteristics (and template information). Therefore, gain is

- . discussed along with spectral information as a continuity issue,

. whereas pitch is discussed separately.

2.1.3 Excitation Issues

The issues discussed above have dealt only with the

specification of a time-spectral envelope that is consistent with

the input sequence of phonemes and durations. There remains the

problem of providing a natural soundinq excitation for this
0

time-varying spectral envelope. At a minimum, this requires the

qeneration of pitch tracks and a determination of voicing mode

within phonemes. Improvement beyond this requires a more complex

- 10 -
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excitation function. Previous work [2,3] has shown that our

mixed-source model of excitation results in more natural sounding

(less buzzy) speech at the cost of specifyinq a cutoff frequency

with every pitch value. Section 2.2.3 describes our research on

these excitation issues.

2.2 Attempts To Deal With These Issues

In this section we trace our research as it has evolved in a

nearly chronoloqical sequence. In order to explore various

algorithms, we have installed each new variation as an option in

the synthesis program.

2.2.1 Diphone Acquisition

After consideration of the problems inherent in using diphone

templates that have been extracted from continuous speech (Section

2.1.1), we concluded that a more systematic approach to diphone

template acquisition was needed. Two particularly attractive

alternative approaches were developed.

One approach is to record a short word or phrase for every

diphone needed. The word or phrase would be carefully selected to

provide the correct phonetic context and stress pattern. The other

- approach is to record a large number of short nonsense utterances

thatt have been systematically designed to include each of the

basic diphones in a neutral phonetic environment and an

advantageous stress pattern.

- 11 -
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We knew that the first approach could be used to obtain any

diphone whatsoever. We were also aware that a considerable amount

of effort would have to be spent to specify the 2500 words or

phrases that would be needed if we were to pursue that approach.

However, since nonsense utterances could be systematically

generated for any desired diphone, the second approach was

especially desirable. Another advantage of the second method is

that systematic generation of diphones results in a more uniform

phonetic context. We did an experiment to see whether the diphones

* extracted from nonsense utterances could give good results. We

concluded that they could indeed give consistent results and that

they were much more practical than hand-picked words. In those few

*cases where diphones derived from nonsense utterances were not

adequate, we have used one from a more appropriate word or phrase.

2.2.2 Use of diphone information

* In this section we describe the algorithms that produce LPC

parameter tracks for phonetic sequences with arbitrary duration.

All of these algorithms are implemented and available in the

synthesis program. The research is presented as it pertains to the

o two major template usage mentioned in Section 2.1.2: (a) time
0

* *warping and (b) continuity across diphone boundaries.

1
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32.2.2.1 Time Warpinq

We wish to describe some of the options currently available

for defininq the piecewise linear mapping function (discussed in

Section 2.1.1 and illustrated in Figure 1). The various options

nre (generally) independent and will therefore be discussed

qeparately.

Selecting Diphone Boundaries in the Templates

Conceptually, there are three ways template diphone boundaries

can be selected:

1) An experienced person can label the diphone boundaries in

each template, or

2) The diphone boundaries can be selected to coincide with the

midpoint between adjacent phoneme boundaries, or

3) Diphone boundaries can be selected dynamically as theU
frames (one in each of the diphone templates that are being

abutted) whose spectra are most similar (according to some distance

metric). Specifically, since the parametric information used to

- synthesize any particular phoneme is derived from the information

in two diphone templates, frames near the phoneme middle in the

left diphone template are compared to frames near the phoneme

middle in the right diphone template.

- 13 -



Bolt Beranek and Newman Inc. Report No. 3956

The first option was implemented because it was thought that

* the person specifyinq diphones would be able to identify optimal

diphone boundaries consistently. Because a great deal of time is

required to do this, a program using the strategy described in the

. second option was implemented and found to give good results.

- Sometimes (with both of these options) the diphone boundaries

appear to be correctly labeled, yet noticeable discontinuities

* exist across adjacent diphone boundaries (the middle of the

phoneme) . Because of this observation, the third option was

* implemented as a possible way of minimizing these spectral

discontinuities in the middle of phonemes. Although this option is

intuitively appealing, its use has not produced the expected

improvement in synthesis quality. We conclude that either (1)

* there is no real improvement or, (2) the improvement is not very

significant and will become apparent only after more synthesized

speech is available for comparison.

Selecting Diphone Boundaries in the Synthesized Speech

The diphone boundaries in the synthesized speech are selected

to be used in conjunction with those in the diphone template (cf.

* previous section) to uniquely define a point in the piecewise

linear mapping function. The two ways currently implemented for

selecting these points are as follows.

-14-
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1) The lengths of the two diphone halves (which are going to

be used for the current phoneme) are added together. The ratio of

the phoneme duration to this length is calculated and is used to

* define a scaling factor. Each diphone half is scaled by this

scaling factor during the mapping process. The effect of this

procedure is to pick a diphone boundary in the synthesized speech

at a point that partitions the phoneme into parts with lengths

proportional to the lengths of the diphone halves from which they

. are derived.

2) The midpoint of the phoneme is picked as the position for

* the synthesized diphone boundary. The result of this is that the

diphone halves are very often scaled differently.

U
We believe that the second of these two diphone boundary

S selection methods will result in better speech quality because the

diphone template boundaries that are going to be mapped onto this

position originally corresponded to the middle of a phoneme. Our

testina of this option has produced favorable (but not yet

conclusive) evidence for its use.

Mapping Elastic and Inelastic Reqions of the Template

The principle of distinguishinq between "elastic" and

"inelastic" regions of the template arises from observations of

speech parameters under widely varying speaking rates. Most of the

durational variation is observed to occur during the "steady state"

- 15 -
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portion of the phoneme (an elastic region), but the transition

portions (an inelastic region) are relatively insensitive to

changes in speaking rate. We were prompted to make such

distinctions in an attempt to mimic this kind of behavior with

synthesized speech. The synthesis program allows us to specify

(via a parameter) that a certain percentage of the diphone template

on each side of the phoneme boundary is to be treated as relatively

inelastic and that the rest of the diphone template (the section

correspondinq to phoneme middles) is to be treated as more elastic.

40
The mapped duration of these regions is found by solving two

.. equations. One equation relates the required duration of the sum

of these two regions to the stretch factors used in warping each of

the regions. A second equation relates the two stretch factors

(via a parameterized relationship). Solving these two equations

for the stretch factors permits a unique specification of the

mapping function (for this phoneme) . We intend to find (and

permanently fix) the parameter values that yield the most natural

simulation of this variable speaking rate behavior.

2.2.2.2 Continuity

When templates are concatenated, discontinuities across the

template boundaries may very well result even when the parameters

are quite continuous within each template. In order to deal with

-" this, we define an "interpolation region" that straddles the

1

- 16 -
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3 idiphone template boundary (phoneme middle) and contains potential

parametric discontinuities. This interpolation region is defined

indirectly bv labeling each diphone template with two

- I"interpolation points". The right interpolation point specifies

the left edge of an interpolation region. The right edge of this

S " interpolation region is specified by the left interpolation point

in the next adjacent diphone template.

The next two sections describe options (currently available in

the synthesis program) that have been specifically designed to

minimize spectrum and gain discontinuities across diphone templates

by some kind of interpolation within the interpolation region.

-- I Spectrum

- -We have implemented and tested the following different

algorithms for preserving spectral continuity across template

boundaries.

* 1) Linear Interpolation of the LAR Coefficients

We know from our work with variable-frame-rate

transmission of loq-area-ratio (LAR) spectral parameters, that

large regions of parameters can be replaced by interpolated

vectors of LAR parameters. LAR coefficients inside the

interpolation region are calculated by simply interpolating

between the two sets of LAR coefficients at the boundaries of

- 17 -
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the interpolation region. This kind of interpolation is

illustrated in Figure 2a.

2) Adding a Ramp to LAR Coefficients

Since the LAR coefficients within the interpolation region

- are to come from the two different diphone templates being

concatenated, we offset the coefficients in each template by a

linear ramp in such a way that the discontinuity at the diphone

boundary is eliminated. Each ramp is chosen so that the LAR
O
-. coefficients at the boundaries of the interpolation region are

. . unchanged. Since the ramps are linear, only one other

*constraint must be specified in order to uniquely define them

(two points uniquely define a straiqht line) . We have

implemented this algorithm with two different kinds of

constraints. One constraint is to have each of the ramps

compensate for half of the discontinuity. This is illustrated

in Figure 2b. The other constraint is to have each ramp

compensate for a portion of the discontinuity that is

-. ' proportional to the length of interpolation region. This is

equivalent to saying that the slope of the two ramps must be

equal. This is illustrated in Figure 2c. As can be seen in

Figure 2, methods b and c often preserve information that is

discarded by method a, resulting in more natural parameter

transitions.

-18-
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I iV

I

I I

(a)

I I

(b)

(c)

Fig. 2 Interpolation schemes

(a) Straight-line interpolation.
(b) Adding ramps with equal offset.
(c) Adding ramps with equal slope.

- 19 -
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3) Low-Pass Filterinq of LAR Coefficients

We have implemented the capability to apply an arbitrary

Finite Impulse Response (FIR) filter to the LAR coefficients.

The intent for this option was to filter out the rapidly

* " changing spectral discontinuities by low-pass filtering the LAR

coefficients. All of the FIR filters that have been tried are

zero-phase filters. Our experience so far indicates that a

filter able to sufficiently reduce the parameter

discontinuities also causes a noticeable slurring of the

speech.

' -4) Interpolation Usinq Cumulative Energy Distributions

This kind of interpolation is the most complex of all the

currently implemented interpolation schemes. The idea behind

this scheme is to do the interpolation in a domain in which the

results of the interpolation could be more clearly visualized.

It was conceived of as beinq analogous to interpolation of

*_ formants. This interpolation consists of the following three

major steps.

a) Calculate the cumulative spectral energy

distribution for each of the two spectral frames between

which an interpolated frame is desired. The cumulative

energy distribution tells how much of the spectrum's energy

occurs below any given frequency.

- 20 -
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b) An interpolated energy distribution is calculated

by interpolating between these two distributions. For each

enerqV value (say 20% of the total energy in the spectrum)

the two corresponding frequencies are found from their

cumulative enerqy distributions. Then, the interpolation

is done between these frequencies, resulting in a new

interpolated frequency (below which 20% of the cumulative

energy is to occur). The relationship between energy

values and interpolated frequencies is sufficient to define

Fl;an interpolated cumulative enerqy distribution.

c) The interpolated spectrum is derived by

a differentiating the cumulative energy distribution just

calculated. This spectral interpolation can be used

instead of LAR interpolation in each of the interpolation

schemes lust described.

Although the spectral interpolation using cumulative

enerqy distributions is considerably more complex than any of

the other interpolation methods and appears to behave as

expected, it has not resulted in noticeably superior speech

quality so far.

- 21 -
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Gain

1) Template Gain

One option currently available for generating gain tracks

is to use the qain tracks exactly as they appear in the

diphone templates. The three interpolation methods that are

illustrated in Figure 2 can also be applied to the gain tracks

taken from the diphone templates.

2) Template Gain Plus Average Gain Targets

A second option is to correct each of the gain tracks

* from the diphone templates in a way that is consistent with

"average" gain values in the phoneme middles. These "average"

gain values are determined from the large inventory of diphone

templates. The new gain track is generated by simply adding a

linear component (with offset if necessary) to the gain track

already in the diphone so that the observed average gain of

each phoneme is achieved. This insures that there is no

discontinuity at the diphone boundary.

The third interpolation option mentioned in 1), which adds a

* ramp to the gain track in the template (as illustrated for LAR's in

Figure 2c) to eliminate discontinuities, results in the most

natural speech quality.

0
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2.2.3 Excitation

We have implemented several different excitation-related

options. These options determine the way in which the single pitch

ML
value per phoneme is used to define a pitch track, which frames of

the pitch track should actually be voiced, and how much frication

should be used when voicing does occur.

1) Linear Pitch Tracks

A pitch track is created in the region between two

consecutive pitch values by straight line interpolation.

2) Source Type Information

I
Source type information is used to determine whether each

frame is to be voiced or not. If voicinq is to occur, the

pitch track is left unchanged; if voicing is absent, the pitch

value for that frame is set to zero. Currently the source

type information is determined by one or both of two ways: a)

It can be taken directly from the diphone template, or b) it

can be determined as a function of distinctive features of the

phoneme being synthesized. For instance, all phonemes that

have the binary feature of voicing (all vowels, semivowels,

and voiced consonants) can be made to be voiced.

- 23 -
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3) Mixed Source Model -Cutoff Frequency

* With the mixed-source model [2,3], the excitation is

composed of a mixture of voicing and frication such that the

sum of their spectral envelopes is constant. The voicing

excitation is low-pass filtered and the frication is high-pass

filtered. The only degree of freedom in the mixed source

model as described is the cutoff frequency (where the response

is down 3 dB from the pass band) of the two filters. This

frequency marks the upper edge of the voicing spectrum as well

as the lower edqe of the frication spectrum. Currently we

have implemented an algorithm that selects a cutoff frequency

on the basis of some of the phoneme's distinctive features:

for vowels it is at 5000 Hz (fully voiced), for unvoiced

consonants it is 500 Hz, and for voiced fricatives (which are

produced with both periodic and random excitation) it is 1500

Hz. The cutoff frequency is low-pass filtered in order to

minimize excitation discontinuities across phoneme boundaries.

Using straight-line interpolation between consecutive pitch

values seems to produce satisfactory pitch tracks. Making a

voicing mode determination on the basis of certain phoneme features

yields good results although we had thought that gettinq this

information from the template on a diphone by diphone basis might

be necessary. The implementation of the cutoff-frequency algorithm

0
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has resulted in a marked improvement in speech qualitv, in

particular a decrease in buzziness of the synthesized speech.

2.3 Synthesis Results
U

We have recorded 100 of the Harvard Phonetically-Balanced

sentences. Ten of these sentences have been hand-labeled and used

extensively as target sentences in our current synthesis research.

Each of the these 10 sentences has been synthesized in many

different versions, corresponding to different sets of mappinq

and/or smoothina options in the synthesis program. We have

*. compared these versions against one another in order to determine

which of the synthesis options results in consistently better

Uspeech.

*- 2.4 Future work

2We view the future work to be done on this project as

fulfillinq the two followinq goals: a) improvement of the quality

of the synthesized speech, and b) extension of the diphone

dictionary to permit synthesis of arbitrary English speech.

2.4.1 Quality Improvement

Since the most noticeable remaininq problem seems to be our

handlinq of the gain we are planning to continue to improve our

gain algorithm. It is quite possible that the remaining vowel
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loudness problems are all due to different vowel stress levels in

the actual speech and can only be properly handled by transmittinq

vowel-specific stress information (about 1 bit/phoneme). However,

we have not yet given up on the algorithms described above.

It is important to note here that the quality of the

synthesized speech cannot be any better than vocoded speech. Our

aim here is to approach that quality. Any further quality

improvements must come from improvinq the quality of vocoded

speech.

2.4.2 Completion of Diphone Inventory

The biggest remaining task is that of collecting the inventory

*of diphone templates necessary for the synthesis of unconstrained

English speech. We still need to digitize, parameterize, and label

each of the prospective diphones. We anticipate that this diphone

acquisition process will continue throughout the remainder of the

project even after the basic diphone inventory is complete, since

one way to improve the quality is to use a different diphone

template.

We feel that we have learned a great deal from the experiments

0
performed thus far. We will be redesigninq and recordinq a

complete set of diphone utterances that will be better suited to

the task of diphone synthesis. The initial digitization,

- 26-
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parameterization, and labeling of these utterances should be a

straightforward (though lengthy) effort.

- 27 -
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3. REAL-TIME VOCODER DEVELOPMENT

* 3.1 Vocoder-Debugging Environment

As noted in the previous QPR [11, the PDP-lI/AP-120B vocoder

programs obtained from ISI contain no provision for file-to-file

operation of the vocoder. Such a facility is desirable for testing

the vocoder with a repeatable input (such as a digitized speech

waveform from a file) and for observinq the vocoder output in

detail (as with a waveform file display program). Furthermore,

even though ISI's FOD debugging program contains provisions for

Sbreakpointing the AP-120B program, the real-time structure of FUD

prevents effective debugqing of the running vocoder program in the

AP-120B.

Because FUD presented such an unwieldy environment for the

algorithm developments planned for the vocoder, we implemented

. RTFUD, a RT-1l/FORTRAN/debugging environment for the AP-120B

* vocoder program. RTFUD operates the vocoder in non-real-time,

* using files for input and output of diqitized speech waveforms

and/or transmission parameters. Non-real-time operation implies

that the vocoder can be stopped, examined, and then continued.

* Furthermore, the implementation in FORTRAN has permitted the rapid

implementation of a number of statistics-gathering and diagnostic

tools. RTFUD is used with AP FDT, a FORTRAN debugginq program

O- (FDT) that we have modified to permit it to debug the AP-120B as

- 28-
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iwell as the PDP-11 program. The facilities of RTFUD have uncovered

several bugs and problems in the AP-120B vocoder program, and they

have been used for developing the variable frame rate (VFR) and

synthesizer modifications described in Section 3.2 below. This

section gives a brief description of the facilities offered by the

current implementation of RTFUD.

Figure 3 illustrates the relation of the real-time AP-120B

program tn the RTFUD implementation. In the real-time

implementation, the AP-120B vocoder program is organized as a

closed loop. In RTFUD, the analysis (XANAL) and synthesis (XSYNTH)

portions of the program are separately and explicitly controlled by

the RTFUD program (by means of APEX, the FPS-supplied "AP-120BU
Executive") in the PDP-ll. The analysis and synthesis portions of

*the vocoder programs are effectively identical in both cases.

Therefore, developments made to the AP-120B proqrams in the

non-real-time configuration are directly transferable to the

real-time system; RTFUD does not compromise the real-time goals of

the vocoder development project.

The basic mode of operation of the RTFUD vocoder is

"back-to-back", with digitized speech input from a file processed

by the analysis and synthesis portions of the vocoder, producing

synthesized speech output to a file. RTFUD also provides a

real-time playback facility, which converts a disk file to speech

- 29 -
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REAL-TIME RTFUD
SYSTEM SYSTEM

INIT

INPUT FILE

ANALYSIS < -- > XANAL

" I RTFUD

SYNTHESIS <XSYNTH

SWITCH
BUFFERS

Fig. 3 Comparison of the AP-120B vocoder program in the real-time
system and in the RTFUD system.

for listeninq purposes. RTFUD also provides for "analysis" and

"synthesis" modes of operations, in which the respective output or

* input is a file containing transmission data (which in an actual

real-time system would be transmitted through the communications

network).

0
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shows the same syllable at the output of the ISI vocoder. A

program bug has inappropriately lowered the gain about half-way

throuqh the syllable. By editing the input file to contain just

this syllable, and observing certain vocoder memory locations After

each frame of speech, it was an easy task to localize and correct

this bug in the synthesis interpolation routine. The output speech

after this buq was fixed is shown in the bottom trace of Figure 4.

RTFUD accumulates several statistics of the vocoder, which can

* be valuable in understandinq and adjusting the operation of the

vocoder. Figure 5 illustrates the type of statistics currently

printed.

"BACK-TO-BACg
INPUT SPEECH FILE: DKI:SC2A.WAV

54501. SAMPLES @ 150 TSEC , 8.175 SEC
OUTPUT SPEECH FILE: *DKI:SC2AB.WAV

872 FRAMES
PDP-I1 TIME - 35.9 MS/FRAME
AP-1209 TIME (ANALYSIS) - 3.4 MS/FRAME
AP-120B TIME (SYNTHESIS) - 2.0 MS/FRAME
ANALYSISi 27.8 BITS/FRAME, 2895. BITS/SEC

W SYNTHESIS: 27.8 BITS/FRAMEP 2895. BITS/SEC
PITCH* GAIN# K'S: 44.4 51.2 57.2 FRAMES/SEC (OUT OF 104.2)

Fig. 5 Statistics summary output by RTFUD.

0

RTFUD contains provisions for accumulating histogram data on

the transmitted parameters. Figure 6 shows a histogram display

derived from vocodinq about 10 sec of speech from one (male)

- 32-
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!j

PITCk GAIN K2

.7 K3 0.2

Fiq. 6 Histogram display of transmitted parameters, single (male)
speaker.

speaker. (The histoqram display was made with IMSYS, the graphics

system implemented on our PDP-11 during the previous quarter [11.)

Several valuable observations about the vocoder operation may be

made from this figure. Note that the pitch period histogram is

distinctly bimodal. The riqht-hand lump represents correct pitch

"0 periods for this speaker, and the left-hand lump represents octave

- 33 -
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C errors (pitch periods of half the correct period). Also note the

* K1( (first reflection coefficient) histogram. It shows that the

- highest coded value of K1 is used a disproportionate amount of the

time. In other words, the quantization tables appear not to

*i. encompass the full range of K1 computed by the analysis portion of

- the vocoder. Figure 7 shows a comparable histogram for another

-,e-. C4 3-. , _ _. . . .

PITC3 . C ~. , . ..

-. K7. 1(3. K3. -

Fiq. 7 Histogram display of transmitted parameters, single
(female) speaker.
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if (female) speaker. The pitch period histogram shows shorter pitch

periods, as expected, and few (if any) octave errors. The K1

histogram shows the same effect as before, and for this speaker, K2

and K4 are also severely skewed. These effects will be

investigated in the coming quarter.

RTFUD contains provisions for producing frame-by-frame

listinqs of various vocoder parameters such as analysis parcels

(before VFR decisions) , synthesis parcels (after VFR decisions),

and unauantized reflection coefficients (to be used in

investigatinq the quantization table problems discussed in the

previous paragraph) . Because the FORTRAN environment of RTFUD

facilitates such formatted output, during the testinq of the new -

VFR algorithm it was a simple matter to add a special printout of

the VFR tables so that the operation of the VFR alqorithm could be

Pmonitored and verified.

RTFUD also contains commands for controllinq such things as

enablinq or disabling VFR operation of the vocoder, controlling

double-threshold pitch and gain transmission (not previously

implemented) and adjustinq the VFR thresholds for the desired

transmission rate.

- 35 -
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3.2 Real-Time Vocoder Modifications

3.2.1 Establishinq Current Version

In early July, after havinq collected the necessary source

code modules from the NSC Group at ISI and adaptinq them for our

configuration, we successfully tested a real-time, non-network,

back-to-back implementation of the LPC vocoder. During late July,

we brought up the network version of the vocoder and held our first

network conversation. Since then, several configuration-dependent

buqs have been found and fixed. At least one buq remains to be

located and fixed. The symptoms of the bug, an almost-regular

popping noise in the synthesized speech output, manifest themselves

only under the network version of the vocoder, and only in the

synthesis portion of the vocoder running at BBN (not at ISI). The

symptoms appear whether we are receiving speech from another site

or we are runninq in loop-back mode, independent of the network.

We have further determined that the bug manifests itself only when

we are performing VFR analysis. Since analysis and synthesis are
S

independent processes, we believe that the problem is possibly one

of memory mappinq incorrectly performed by EPOS in our

configuration. We are continuing to consult with ISI on finding

and correctinq this bug.

-36 -
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3.2.2 New Variable-Frame-Rate Modification

We have implemented and are in the process of testing the new

VFR algorithm described in [2]. We have successfully modified the

vocoder to use this new alqorithm.

The new VFR algorithm operates by modelinq what would occur in

the synthesis process if the current packet were transmitted. If

the average difference between the actual LAR values since the last

transmitted frame and the interpolated values is less than a

threshold (implvina that linear interpolation between the end

points is satisfactory) , no transmission occurs. If the average

distance is greater than the threshold, implyinq that the current

frame is not part of the previous trend, the previous frame is

transmitted. Thus, the new VFR alqorithm finds suitable end points

for line segments that reasonably approximate the computed LARs.

These end points are then transmitted.

We are currently experimentinq with threshold values and other

parameters in order to produce the best quality synthesized speech

at a lower transmission rate.

3.2.1 Lattice Synthesis

We have also modified the vocoder to use a lattice-form

synthesis filter instead of the normalized form that was previously

used. The normalized-form filter was advantaqeous in the SPS-41

- 37 -



*7-7? 7 - ._

Bolt Beranek and Newman Inc. Report No. 3956

vocoder implementation, but not in the AP-120B. The lattice-form

* requires only two multiplies per stage, compared to four for the

normalized-form. We used the computation time saved by this

reduction to make the svnthesis routine more modular. Where

- before, the arguments to the routine were hand compiled and were an

" integral part of the design of the vocoder, they are now passed to

the subroutine and can be general.

The normalized-form filter required the arc sine of the

* reflection coefficients, used a pointers to the filter

* coefficients. Decoding of transmitted parameters and linear

interpolation were performed in this arc sine domain. The

lattice-form filter uses the reflection coefficients themselves.

However, since the new VFR algorithm assumes linear interpolation

in the LAR domain (for reasons of spectral sensitivity) , we

modified the vocoder synthesizer to decode and interpolate in this

domain. We then added a subroutine to convert from LARs to

reflection coefficients for the synthesis filter computations.
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4. SOURCE MODELING

4.1 A Residual-Based Source Model

One type of voice-excited coder transmits a low-frequency band

of the residual (up to 1000 Hz), known as the baseband, and uses it

as a basis to derive an excitation signal at the receiver. The

qeneral method used is to rectify the baseband, then spectrally

flatten it in order to regenerate the high frequencies of the

excitation siqnal. This hiqh-frequency regeneration (HFR) method

has been essentially the only one used thus far. While the method

works fairly well, it requires a substantial amount of computation.

We have developed a HFR method that, in one of its forms, requires

little or no computation. The new method can be viewed as a model

that determines exactly the high frequencies, given the baseband.

The idea behind the new method derives from the pitch-excited

coder. In voiced excitation, the spectrum of the excitation is a

flat line spectrum at multiples of the fundamental pitch frequency.

Such a spectral structure is periodic and repetitive: the

high-frequency structure is the same as at low frequencies. The

spectrum of unvoiced excitation, on the other hand, is continuous

and has a random spectrum with a flat envelope. However, the

details of the unvoiced spectrum are not as important perceptually

as the details of the voiced spectrum. Therefore, the unvoiced

spectrum can be considered repetitive also, in that any similar

spectrum can be substituted with equally good results.

- 39 -
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7he t.v regeneration method, then, is simply to duplicate the

3 sc etr um 3t higher frequencies, in some fashion. We shall

_rcw rn:w t:.' av be done by the aid of Figures 8 and 9.

Xe shall assame that we are in the context of a predictive

codinq system. From Figure 8a, the speech signal s(t) of bandwidth

W Hz is inverse filtered to obtain the residual e(t). The residual

is then lowpass filtered at B Hz, where B<W, and decimated to a

sampling frequency of 2B Hz. The resulting baseband signal v(t) is

then quantized and transmitted. (For the moment, we shall neglect

quantization in our discussion.) Figures 9a, 9b, and 9c show

idealized spectra of the residual signals e(t), e'(t), and v(t),

respectively. The hatched areas denote the region below the

Nvquist frequency. The direction of hatching of negative

- frequencies is the mirror image of that for positive frequencies to

indicate that the spectra are symmetric (folded) about the vertical

zero axis.

4.2 Spectral Folding

Figure 8b shows the receiver of the proposed system. The

received baseband residual is interpolated to 2LB Hz by inserting

* L-1 zeros after each residual sample, where L is the smallest

integer larger than or equal to W/B. The interpolated signal x(t)

is then lowpass filtered at W Hz, decimated to 2W Hz, amplified by

* W/B for energy adjustment, and used as the excitation u(t) to the

04
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SW) e(t) LOWPASS e'(t) VEWMT ADPTVs~) A(z) FILTER(2Hz UNIE
INPUT (B Hz) 2BH)QATER TO

SPEECH . _ __CHANNEL

(W) (w) (W) (B) (B)

(a)

W/B

* '(t) INSERT L-1 x(t) LOWPASS y(t) DECIMATE ) 1 r(t)-ZEROS AFTER FILTER

EACH SAMPLE (W Hz) OUTPUT
SPEECH ,.

(B) (LB) (LB) (W) (W)

(b)

Fig. 8 Baseband residual high-frequency regeneration general
scheme by spectral folding in a voice-excited coder.
W/B is arbitrary.

(a) Transmitter.

(b) Receiver.
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-w 0 W

.. 1 E'(f)

(b)

-W -B 0 B W

V(f)

-3B -2B -B 0 B 2B 3B

.-w X(f) w

-3B -2B -8 0 B 2B 3B
:.-w wY(f)

(e)

-38 -2B -B 0 B 2B 3B-W W

-w Uff)

-W -38 -2B 0 B 2B W

Fig. 9 Amplitude spectra of the signals at the different points
in Fig. 8 for a noninteger value of W/B.
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synthesizer filter. Figures 9d, 9e, and 9f show the spectra

corresponding to the siqnals x(t), y(t) , and u(t) , respectively.

In this example, L=3.

Figures 8 and 9 are general in that B may be any arbitrary

frequency less than W. For the special, but important case, when W

is an integer multiple of B, i.e., W=LB, Figure 8 can be realized

in a much simpler way as shown in Figure 10. Note how the

decimator in Figure 8a simplifies in Figure 10a to simply retaininq

every Lth sample and discardinq the rest. Also, the lowpass filter

and the decimator in Figure 8b are completely eliminated in the

*receiver of Fiqure 10b. Figure 11 shows the residual spectra of

interest for L=2, i.e., the width B of the baseband is exactlyI
one-half the residual bandwidth W. Note that the high-frequency

portion of the excitation spectrum U(f) in Figure lld is simply an

aliased (folded) duplication of the baseband spectrum. For

arbitrary L, one can easily see that the excitation spectrum in the

frequency regions between 2mB and (2m+l)B, where m=0,l,2,..., will

be identical to the baseband spectrum, while the intervening

"- reqions will have a spectrum that is a folded version of the

baseband spectrum. One can think of the process as that of

spectral folding, where the region between mB and (m+l)B, m>0, is

obtained by folding over the precedinq region between (m-l)B and

mB. Therefore, we shall call this HFR method the spectral folding

regeneration method.
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kEM)

-W 0

(a) I;
-w >7 ~~~ E'( f) ' _ ___
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-3B -W -B 0 B W=2B 38

-3B -28 -B 0 B 2B 38

-W -B 0 B W=2B

Fig. 11 Amplitude spectra of the signals at the different
points in Fig. 10 for L=W/B=2.
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4.3 Spectral Repetition

It is also possible to duplicate the baseband spectrum at high

frequencies without any spectral foldinq. The process requires the

Suse of heterodyning and further bandpass filterinq. However, for

the special case of L=2, the process may be greatly simplified.

Fiqure 12 shows a schematic of the regeneration process in this

special case. The top branch of the fiqure gives the baseband at

the signal sampling frequency. The bottom branch generates the

hiqh frequency band. The multiplication of the input baseband

*, , residual by (-1) t , i.e., chanqing the sign of every other sample,

reverses the spectrum of the baseband, so that the hiqh frequency

region is now identical to the original baseband spectrum. In

Figure 12, one need design only the lowpass filter; the highpass

filter is simply obtained by reversing the siqn of every other

coefficient in the lowpass filter. The system in Fiqure 12 is only

applicable for L=2. However, the design of systems for other

values of L is straiqhtforward. In contrast to the spectral

*_ folding method, we shall call this method the spectral repetition

regeneration method.

4.4 Preliminary Results
0

It is clear from the preceding discussion that spectral

foldinq with an integral number of bands, i.e., integer W/B, is the

* simplest of all HFR methods. We have tested its performance and
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-'- ZERO AFTER FILTER bsbn

FROM EACH SAMPLE (B Hz)
.-. CHANNEL (B) (W=2B) (W)

U~t) r(t)

# (-I OUTPUT

SPEECH
(B) INSERT A HIGHPASS (W)

LetZERO AFTER FILTER _r

EACH SAMPLE (B Hz) highband .

( )(W) ,(W)

Fig. 12 The receiver portion of a voice-excited coder, showing
high-frequency regeneration of the baseband residual

I by spectral repetition. This figure is for the
special case when W/B= 2.
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found the speech to be of good quality, with a minimal amount of

" distortion. The distortion is more noticeable with female speech,

* "and may be due to the fact that the baseband does not generally

contain an integral number of pitch harmonics.

0

0
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